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INTRODUCTION 

The complexity of any system is a critical issue, and it has 

been a promising area for researchers. Dimensional reduction 

is a way to reduce system complexity. One of the basic 

requirements for any machine learning application is having a 

huge dataset. Nowadays, the size of the recorded dataset is 

become bigger and bigger that leads to achieving a system with 

high complexity. For this purpose, many approaches have been 

developed to reduce dimensionality (Van Der Maaten et al., 

2009). Dimensional reduction helps in data compression 

because it reduced storage space and computation time. It is 

also a way to eliminate redundancies from the dataset. There 

are two main strategies to conduct Dimensional reduction: 

feature extraction techniques and feature selection techniques 

(Khalid et al., 2014). 

Moreover, the feature extraction process is a process of 

extracting and tackling hidden information in the raw signal. 

Any automatic system based on machine learning, requires a 

huge dataset in order to learn an unknown pattern. Data can be 

more manageable by applying feature extraction because it 

removes all fewer effective features from the data without 

misplacing any significant or applicable data. Moreover, f 

 
 

eature extraction techniques help to develop a system with less 

mechanism’s exertions and upsurge the rapidity of learning and 

generality phases in the process of machine learning (Cremona 

et al., 2009; Sharma et al., 2016). 

Furthermore, feature selection is a key to enhance the 

performance of all machine learning-based models in terms of 

computation time and memory space because feature selection 

is a technique for selecting the most important feature among 

feature space. Furthermore, Redundant features are kicked off 

from obtained features and sometimes lead to improve the 

accuracy of the classification model. Feature selection has been 

adopted in various approaches such as filter, wrapper, 

embedded, nature-inspired algorithm(Jović et al., 2015). 

Consequently, the main purpose of this study is to review all 

kinds of strategies that have been used to select a proper feature 

which is called as feature selection process. There are three 

main ways to conduct a feature selection as shown in figure 1, 

including filter, wrapper, and embedded. Moreover, more 

attention has focused on wrapper strategies especially those 

which meta-heuristic algorithms have been involved. Recently, 

many Meta-heuristic algorithms have been used for feature 
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algorithm. 

Many works have been done to reduce complexity in terms of time and memory space. The feature 

selection process is one of the strategies to reduce system complexity and can be defined as a 

process of selecting the most important feature among feature space. Therefore, the most useful 

features will be kept, and the less useful features will be eliminated. In the fault classification and 

diagnosis field, feature selection plays an important role in reducing dimensionality and sometimes 

might lead to having a high classification rate. In this paper, a comprehensive review is presented 

about feature selection processing and how it can be done. The primary goal of this research is to 

examine all of the strategies that have been used to highlight the (selection) selected process, 

including filter, wrapper, Meta-heuristic algorithm, and embedded. Review of Nature-inspired 

algorithms that have been used for features selection is more focused such as particle swarm, Grey 

Wolf, Bat, Genetic, wale, and ant colony algorithm. The overall results confirmed that the feature 

selection approach is important in reducing the complexity of any model-based machine learning 

algorithm and may sometimes result in improved performance of the simulated model. 
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selection. Some of them are mentioned and cited. The rest of 

the research is structured as follows; feature selection and 

types are introduced in section two. Finally, the conclusion of the 

paper is placed in section three. 
 

Figure 1:K-Chart for this paper 

 

 
FEATURE SELECTION 

The feature selection process has been widely premeditated 

and conducted by machine learning applications. Dimension 

reduction can be adopted into two ways, namely features 

extraction process and feature selection process. Feature 

extraction is extracting hidden and effective information from 

the signal. Subsequently, the feature can be defined as a pattern 

that is the most representative of the raw signal. However, the 

feature selection process is choosing the most important and 

operative characteristics among the obtained features. The 

feature selection strategy can be divided into four main 

strategies based on how the most effective features are 

selected. The strategies are introduced properly, including 

filter, wrappers, embedded, and Metaheuristic 

algorithm(Vergara & Estévez, 2014). In this section, all three 

kinds of feature selection processes are mentioned and some of 

the mate-heuristic algorithms has been explained. 

Filter: 

Filter approaches assess the goodness of gene subsections by 

perceiving individual inherent data features such as statistical 

procedures. Commonly, a gene or a subsection of genes is 

appraised regarding the class label. Many filter methods have 

been developed to feature selection in various applications, 

including Fast Correlation-Based Filter, Correlation Feature 

Selection, and (Yu & Liu, 2003) consistency-based 

filter(Manoranjan Dash & Liu, 2003). 

 

Wrappers: 

Wrapper methods are referred to as those algorithms where they 

measure the effective and efficient feature based on the 

dedicated classifier performance. This is unlike filter methods 

because filter methods select the feature based on some 

statistical value such as information gain, chi-square test, fisher 

score, and correlation coefficient. Additionally, Wrapper 

methods feed some features to the classifier and measure the 

classifier performance, then test other subsets of the features 

(genes)(Kohavi & John, 1997). wrapper methods have not 

received less attention from the researcher compared to the 

filter methods because wrapper methods lead to have high 

computational costs. What is more, there are many approaches 

that have been developed for this kind of feature selection, such 

as sequential feature selection algorithms, recursive feature 

elimination, and Meta-heuristic algorithm. in this paper, some 

of the Meta-heuristic algorithms are highlighted that have been 

used for feature selection. 
 

Metaheuristic algorithm: 

Scientists and scholars are increasingly using metaheuristic 

algorithms to solve and antagonize a widerange of problems. 

They are unambiguously applied for problems with a large 

number of constraints or for problems that do not have 

investigative solutions. Similarly, the presence of the theory of 

the adequate evolutionary algorithm, the conduct of 

progressively stimulated algorithms, and the combined of 

swarm intellect constituent part in nature all contributed to the 

development of the majority of these algorithms (Bozorg- 

Haddad, 2018). As there is no such principle as a free lunch 

rule, it will be problematic to develop an effective universal 

algorithm for solving almost entirely problems. As a result, 

researchers all over the world continue to look for new 

optimization algorithms. Subsequently, according to a recent 

study conducted by (Diao & Shen, 2015), meta-heuristic 

algorithms play a vital role in a wide range of optimization 

problems and applications, including feature extraction. Some 

meta-heuristic algorithms applied in feature selection have been 

investigation. 

 

Genetic algorithm: 
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Genetic algorithm is one of the well-known Meta-heuristic 

algorithms that was inspired by biological progress. It was 

developed by John Holland in 1975. the optimization is 

explored based on four main steps. The First step was selecting 

parents and passed to the mating pool. The second step is the 

cross-over process that leads to have a huge change in parents. 

The third step is the mutation process, which leads to have a 

Successively, the feature selection problem is one of the 

eminent issues that the optimization algorithm plays an 

important role in solving it. ZorarpacI & Özel, proposed a 

feature selection model founded on differential evolution and 

non-natural bee colony. The model was assessed based on 

various datasets (ZorarpacI & Özel, 2016). 

 

small change in the parents(Guo et al., 2005). The last step is 

the pooling update step (see figure 2). Likewise, the four above 

processes will be reiterated until the best chromosome will be 

survived. Genetic algorithm has been participated in many 

applications and optimization problems such feature 

generation(Guo et al., 2005) and feature selection(Khalid et al., 

2014). Accordingly, the feature subset selection was obtained 

using a genetic algorithm to progress the performance of the 

neural system to identify a pattern(J. Yang & Honavar, 1998). 

In a health monitoring system, a genetic algorithm was used to 

choose the most vital features from whole gearbox fault 

features(Hajnayeb et al., 2011). 

Updated 
pooling 

Population 
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process 

 

 
Updated 
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Figure 3: Differential evolution process 
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Particle swarm optimization: 

This kind of optimization is based on population-created 

optimization method for stochastic exploration in a 

multidimensional space. It was initially familiarized by 

Kennedy and Eberhart. Also, Particle Swarm Optimization has 

so far been conducted successfully for solving a variety of 

optimization difficulties, including the feature selection process. 

For that reason, there are two main steps that Particle Swarm 

Optimization does them during solving a problem. The steps are

 
Mutation 

Cross-over 

Mutation 
vector with 

a parent 

Figure 2. Genetic algorithm 
process 
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Differential evolution algorithm: 

The aforementioned algorithm is an established on the 

population meta-heuristic algorithm that was advanced by 

Rainer Storn and Kenneth Price. Basically, it is quite inspired 

by genetic algorithms, and even some researchers considered 

as an extended genetic algorithm. Besides, Differential 

evolution algorithm can optimize problem through iteratively 

improving a candidate solution based on four sequence 

processes namely, selecting a parent, creating mutation vector 

based on other parents, cross over between the selected parent 

and obtained mutation vector, and surviving the best fitness 

value among new child and selected parent (see figure 3).  

finding the new velocity of any point and finding a new 

position for whole the particles(Sakri et al., 2018). L. F. 

Chen et al. modified survival rules in Particle Swarm 

Optimization and then the algorithm used for selecting 

significant features in various applications (L. F. Chen et 

al., 2012). A hybrid model based on Correlation-based 

Feature Selection and improved- Binary Particle Swarm 

Optimization was invented by (Jain et al., 2018). The 

model was used for Gene Selection and Cancer 

Classification. 

 

Grey wolf optimization: 
Grey wolf optimization is based on the natural hunting 

behavior of grey wolves to hunt prey in a supportive 

manner. Correspondingly, the structure of grey wolf 

optimization is moderately dissimilar from other meta-

heuristic optimization in that three optimal specimens 

become the base for  allencompassing search 

technique, which are alpha (α) wolf which 

performances as a pack leader, beta (β) wolf which 

maintenances the leader, and delta (δ) wolf which monitors 

the leader and the supportive wolves. The last category of 

wolf is identified as omega (ω). These wolves differ in 

terms of accountability, and they have the capacity to be 

accessible as categorized in such a method that the 

upper and leading solution is alpha (α), and the second, 

third, and final solutions are beta (β), delta (δ), and 

omega (ω) consecutively. Accordingly, omegas are 

directed through the three preceding categories of wolves (as 

can be seen in figure 4). Grey wolves optimization has 

been effectively smeared to several problematic 

mutual problems such as migrant salesman, feature 

selection, quadratic assignment(Faris et al., 2018; T. A. 

Rashid et al., 2018). Emary et al. recommended a 

binary account of the gray wolf optimization to select 

the most effective features from Breast cancer images 

(Emary et al., 2016). 

 
Figure 4: Grey wolf algorithm(Niu et al., 2019) 

 

 
Ant colony optimization: 

Ant colony optimization is a population-based optimization 

method simulated by ants' behavior of analyzing the 

unswerving path amid their nest and modern discovered food. 

As well, in all iterations, the ants spread a certain amount of 

pheromone values, which causes all the ants who have found a 

solution in the repetition to be updated. In addition, more 

pheromone in the path indicates that it is the best and shortest 

path (Oscar Cordon, Francisco Herrera, 2002). Moreover, 

many optimization problems, such as feature selection and 

design mechanical elements, have been optimized and solved by 

using ant colony optimization. Using ant colony 

optimization, Aghdam et al. chose a text feature. When 

compared to the performance genetic algorithm, the selected 

feature could improve performance (Aghdam et al., 2009). 

Moreover, according to a study performed by (Ahmed, 2005) 

investigated a novel technique for selecting feature subset via 

the Ant Colony Optimization. In addition, a new rough set 

method to feature selection based on Ant Colony Optimization 

was proposed in (Y. Chen et al., 2010). 

 
Bat optimization: 

Bat algorithm is a population-based algorithm that was 

developed by Xin-She Yang in 2010, and it is a bio-inspired bat 

behavior. Based on the literature, the Bat algorithm has been 

found to be a very efficient algorithm to find out the optimal 

solution. Respectively, many science and engineering 

optimizations problem recommend to use bat algorithm to tune 

or get the optimal solution(X. S. Yang, 2013). And so, 



Hamad 
 

207 
 

Polytechnic Journal ● Vol 12 ● No 2 ● 2022 

numerous researchers have preferred Bat algorithm for 

adopting feature selection; for instance, Nakamura et al. 

suggested a binary bat algorithm with a speed of the 

Optimum-Path Forest classifier for choosing the most 

effective feature (Nakamura et al., 2012). Taha et al. 

proposed a hybridization between bat algorithm and a 

Naive Bayes classifier. Consequently, the proposed 

model was evaluated in various domains, including time, 

frequency, and time-frequency (Taha et al., 

2013).authors in (Jeyasingh & Veluchamy, 2017) enhanced 

the bat algorithm and applied it to obtain the most 

significant features among Breast Cancer’ features. 

 
Cat optimization: 

According to (Chu et al., 2006) Cat optimization has 

been considered as an Intelligence optimization 

algorithm in. furthermore, it is a population-based 

algorithm stimulated by cat behavior, with a unique 

procedure for displaying the investigation and 

manipulation stages. In a similar system, the Cat 

optimization algorithm has efficaciously unraveled a 

diversity of optimization problems. Optimizing structures is 

one of the applications of cat optimizers. For instance, 

Modified Cat Swarm Optimization was recommended to 

feature selection and alteration parameters of support 

vector machine (Bozorg- Haddad, 2018). The Modified 

Cat Swarm Optimization outcome confirms a substantial 

enhancement in precision rate (Lin et al., 2015; Ahmedet 

al., 2020). Additionally, Lin et al. used advanced cat 

swarm optimization to choose critical features for a text 

arrangement experiment for giant statistical data (Lin et al., 

2016). 

 
Whale optimization: 

Whale optimizer is an optimization population-based 

algorithm that is simulated by means of whale behavior. It 

was invented by Mirjalili and Lewis in 2016. The 

process of the whale algorithm is made up of dual chief 

sections, the initial stage (exploration phase) is 

surrounding prey and curved updating situation, and the 

second stage (exploitation phase) is examining for prey 

(Oscar Cordon, farncisco Herrera, 2002). In view of that, a 

plenty of applications can be found in the literature that 

Whale optimizer has been used in it. A whale optimizer 

was employed to optimize the obtained features from various 

techniques such as (Sharawi et al., n.d.) and (M. 

Mafarja & Mirjalili, 2018). A framework constructed on 

a permutation of the Whale Optimization Algorithm 

(WOA) And Simulated Annealing algorithm was 

proposed for optimizing features (M. M. Mafarja & 

Mirjalili, 2017). Whale’s Mechanism for preying is shown 

in figure 5. 

 
Figure 5: mechanism of whale algorithm(Mirjalili & Lewis, 2016) 

Bee colony optimization: 

One of the famous optimization algorithms is the bee 

optimization algorithm, which is inspired by bee swarm 

behavior and it was introduced by Karaboga in 2005. Three 

essential components are required to adopt the algorithm, 

including employed and unemployed bees and food sources. 

Employed and unemployed bees are in charge of finding the 

last component, a good food source(KARABOGA, 2005). 

Oppositely, a comparative study shows that the performance of 

the bee colony is outperformed by the Genetic algorithm, 

Particle Swarm, and Differential Evolution 

algorithm(Karaboga & Akay, 2009). Additionally, there are 

many NP-hard problems that have been solved using bee 

colony algorithm like bin packing problem, knapsack problem, 

and travel sale man. Bee colony has also been used for 

optimizing features. For instance, Forsati et al. formulated a 

feature selection by conducting bee colony optimization to 

improve classification performance. Their approach was 

evaluated in various datasets like speech signal, breast cancer, 

and Vehicle (Forsati et al., 2012). Besides, Bee colony 

optimization was used to solve multi-objective problems; for 

example, authors in (Hancer et al., 2018) utilized a bee colony 

algorithm for selecting a feature from Pareto Front. 

fitness-dependent optimizer: 

The fitness-dependent optimizer is an optimization-based 

population algorithm and inspired by the bee swarm algorithm. 

The algorithm was recently developed by Jaza Abdullah in 

2019 (Abdullah, 2019). The process of fitness-dependent 

optimizer can be explored in two steps; namely, scout bee 

penetrating step and detective bee updated step. In the first step 

or process, the algorithm tries to find a suitable solution among 

plenty of solutions. Then, in the scout bee updated step, the 

scout update position using a random walk and a fitness weight 

mechanism. Thus, the performance of the technique was 

appraised based on function19 and 10. The result shows that the 

fitness-dependent optimizer is outperformed most of the nature- 

inspired algorithm. Besides, the algorithm is very new; it has 

been applied for many optimization complications, including 

feature selection for improving classification 

performance(Muhammed et al., 2020). 
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Embedded: 

The main advantage of the filter method is lower time 

consumption compare to the wrapper methods, which 

have a high computational rate. However, the filter method 

may lead to obtaining a bad performance as it does not 

interact with classifiers. To overcome this problem, 

researchers have investigated an intermediate solution 

and called embedded methods(M. Dash & Liu, 1997). 

Therefore, in these methods, all features are examined in 

a core of the classifier itself to recognized rank features. 

the feature with high rank will be selected to be the best 

features among the left features. Vector Machine based on 

Recursive Feature Elimination is one of the most well-

known embedded methods. First Order Inductive 

Learner and iterative perturbation method are also 

embedded methods (Shrivastava et al., 2017). 

 

 
Table 1: The most research articles where the metaheuristic

 algorithm has been used for feature selection process 

Summary 
After collecting the majority of the research publications in 

which the metaheuristic algorithm is used to select the 

appropriate features, the observation has been recorded and 

represented in the table (1) and figure (6). Based on both 

presentations (table (1) and figure (6)), it is evident that the 

PSO, DF, and ABC have been employed extensively for feature 

selection when compared to the other algorithms presented in 

this paper. The researchers' frequent adoption of these methods 

could be attributed to their simplicity. The cat algorithm is 

ranked second, while BAT, WOA, and FDO are ranked last.

Algorithms Ref. 

PSO (Zahran and Kanaan, 2009; Liu et al., 2011; Sahu and Mishra, 2012; Xue, Zhang and Browne, 2012; Aghdam and Heidari, 

2015; Ahmad, 2015; Kumar Gupta et al., 2015; Brezočnik, 2017; Abualigah, Khader and Hanandeh, 2018; Qasim and 

Algamal, 2018) 
WOA (Zheng et al., 2018; Bui et al., 2019; Nematzadeh et al., 2019; Mandal et al., 2021; Too, Mafarja and Mirjalili, 2021) 

GA (Emary et al., 2015; Li et al., 2017; Nirmala Sreedharan et al., 2018; Too et al., 2018; Johari and Gupta, 2021; Kitonyi and 

Segera, 2021) 

DF (Khushaba, Al-Ani and Al-Jumaily, 2008, 2011; Al-Ani, Alsukker and Khushaba, 2013; Bhattacharyya et al., 2014; 
Zorarpac\i and Özel, 2016; Vivekanandan and Iyengar, 2017; Dixit, Mani and Bansal, 2020; Hancer, 2020; Zhang et al., 

2020; Hancer, Xue and Zhang, 2022) 

FDO (Abdulkhaleq et al., no date; Guha et al., 2020; Chiu et al., 2021; Abbas et al., 2022; Salih, Mohammed and Abdul, 2022) 

ABC (Hancer et al., 2018; Arslan and Ozturk, 2019; Zhang et al., 2019; Wang et al., 2020; Almarzouki, 2022) 

Ant colony (Al-Ani, 2005; Kanan, Faez and Taheri, 2007; Aghdam, Ghasem-Aghaee and Basiri, 2009; Deriche, 2009; Kabir et al., 

2009; Moradi and Rostami, 2015; Aghdam, Kabiri and others, 2016; Dadaneh, Markid and Zakerolhossein i, 2016; 

Fallahzadeh, Dehghani-Bidgoli and Assarian, 2018; Jayaprakash and KeziSelvaVijila, 2019) 

CAT (Ahdesmäki and Strimmer, 2010; Lin, Zhang and Hung, 2014; Lin et al., 2015, 2016; Alarifi et al., 2020; Bansal et al., 

2020; Gao et al., 2021; Gomathy, 2021) 

BAT (Nakamura et al., 2012; Yang, 2013; Jeyasingh and Veluchamy, 2017; Tawhid and Dsouza, 2018; Saleem, Zafar and 
Sabzwari, 2019) 

GWO (Emary et al., 2015; Li et al., 2017; Nirmala Sreedharan et al., 2018; Too et al., 2018; Johari and Gupta, 2021; Kitonyi and 

Segera, 2021) 

DE (Khushaba, Al-Ani and Al-Jumaily, 2008, 2011; Al-Ani, Alsukker and Khushaba, 2013; Bhattacharyya et al., 2014; 

Zorarpac\i and Özel, 2016; Vivekanandan and Iyengar, 2017; Dixit, Mani and Bansal, 2020; Hancer, 2020; Zhang et al., 
2020; Hancer, Xue and Zhang, 2022) 
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Figure 6: redundancy of metaheuristic algorithms used in feature selection

. 

 

 

3. CONCLUSION 

The feature selection approach plays an important role in 

reducing the complexity of any model-based machine learning 

algorithm and sometimes may lead to advance performance of the 

simulated model. For this purpose, many approaches have been 

developed and used in many applications of machine 

learning. In this study, a feature selection approach grounded 

on the optimization algorithm has been reviewed. Currently, 

Meta-heuristic algorithms have received more attention for 

feature selection compared to the other approaches like a filter, 

wrapper, and embedded, due to Meta-heuristic algorithms 

interact with the classifiers a lot. However, more computation 

requires more applying Meta-heuristic algorithms compare to the 

rest approaches. 
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