A Mathematical Model for Prediction the Embedment Depth of the Contiguous Piles Used in the Interchange of Zakho Entrance
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ABSTRACT

Determination of the depths of the embedment of contiguous piles requires extensive soil investigation to obtain the soil physical parameters. In addition, a large number of such piles involved in restricted access projects make that depth an essential problem. A simple mathematical model for predicting the depth of embedment using the height of the retained soil, the standard penetration test values, and the bulk unit weight of the soils encountered for 261 pile data sets was introduced using an artificial neural network approach. The coefficient of determination equals to 0.99 for the tested the data reveal that the depth of embedment was accurate against those achieved in Zakho interchange. The importance and parametric studies obtained show that the major parameter which affects the depth of embedment was the height of the retained soil whereas the effect of other parameters is relatively less. Keywords: Artificial neural network; Contiguous piles; Embedment depth

INTRODUCTION

Retaining structures using closely bored piles are called contiguous piles. Contiguous piles have many advantages in the aspect of the construction of a retaining wall (Godavarthi et al, 2011). The method of construction involves the creation of a line of deep bores that are then filled with concrete. The soil from either side of the piles could then be excavated to the required geometrical and geotechnical design grades. A suitable capping beam should be placed on the top of the piles for uniformity and maintaining the grades; nevertheless, the piles will not vertically have loaded as for shoring piles. Contiguous piles may be loaded as in many interchanges and intersections that necessarily comprises cut and cover by bridge girders.

The interchange of Zakho entrance project in Dohuk Governorate is an example of selecting such a method of piling as retaining walls to support the excavations for the underpasses that considered an essential part of the project. The advantage of this method of construction is that it is possible to support the adjacent structure before bulk excavation takes place. Contiguous piles are particularly suited to sites with restricted accesses such as structures vicinity of excavations, dense traffic, underground obstructions, and utilities that have made the excavations for conventional retaining wall a difficult task to execute (Kumar, 2008).
1. The active earth pressure on the back of the wall which tries to push the wall away from the backfill.
2. The passive pressure in front of the wall below the dredge line. The passive pressure resists the movements of the wall.

The active and passive pressure distributions on the wall are assumed hydrostatic. In the design of the wall, although the Coulomb approach that considers the wall friction tends to be more realistic. Finno, 1989, stated that Rankin’s approach (with the angle of wall friction $\delta = 0$) is normally used for contiguous piles.

In the present study, a mathematical models is developed based on Feed Forward Back Propagation Artificial Neural Network (FFBP-ANN) to determine the depth of embedment (D) of the contiguous piles using the geotechnical data represented by the soil investigation report conducted for the site of Zakho interchange project of 261 piles data set comprising the parameters that represent the height of excavation (H), the adopted standard penetration $n$-values (S), and the bulk density ($\gamma$) of the retained soil. Importance analysis and Pearson’s product-moment correlation coefficient are obtained for the model to assign the impact the parameters involved in the study.

**ANN**

ANN, which is an information processing system, makes a simulation of the functions and structure of the human brain (Goh, 1995). This network is a highly interconnected structure consisting of a large number of simple processing elements (i.e., neurons). This network is capable of recognizing similarities when they are presented with new input parameters after appropriately predicting the output pattern, as stated by Liua et al., 2002.

Neural network is applicable as an alternative for some statistical analysis techniques such as multivariable regression, autocorrelation, trigonometric, linear regression, and so on. Using three fundamental components, a network can be comprising the network architecture, transfer function, and learning laws (Simon, 1999).

Several algorithms have been designed to train the neural networks, among which the back-propagation (BP) algorithm is known as the most robust technique (Vanluchene and Sun, 1990). BP can solve predictive complex engineering problems. It makes BP popular among all algorithms for training ANN (Alkroosh and Nikraz, 2012). In general, the feed-forward BP neural network contains at least three layers, namely, input, hidden, and output layers. In each layer, there are some elementary processing units (i.e., neurons) each of which is linked with the next layer through weights. Depending on the given problem, the number of hidden layers and their neurons (nodes) change. The number of input and output neurons is similar to the variables of input and output, respectively. For the purpose of differentiating between different processing units, the values that are named biases are presented in transfer functions. The net output of a neuron or layer to its real or actual output is planned by transfer functions (Shahin et al., 2009). In training the network, the data processing from the input layer to the next (hidden layer) continues until the data reaches the last (output) layer (forward pass). Within this layer, a comparison is performed between the output and the actual values. Then, the difference between output and actual values is propagated back through the network (backward pass), which updates the biases of the individual neurons and the individual weights of the connections.

The process continues until the network error is converged to a threshold that is defined by a corresponding function, which is generally the root mean squared error.

**NEURAL ARCHITECTURAL DESIGN AND TRAINING**

The processes that comprising the number of neurons in the hidden layer, the selection the appropriate activation functions and dividing the data to subgroups for training and testing is optimized depending on trial and error to best fit the results between the depth of embedment of the contiguous piles (D) from the ANN results and the corresponding field data used.

Different training functions are available in MATLAB (Howard and Mark, 2002). Levenberg–Marquardt technique has been found efficient in the training process and therefore used to construct the ANN model. This training function is one of the conjugate gradient algorithms that start the training by searching in the steepest descent direction on the first iteration.

Two neurons in the hidden layer were found to be satisfactory to represent the neural network, which turns the network configuration, as shown in Figure 1.

As the input vector, as the control parameters $x_i$ are assigned to the input layer, it can determine the input for the hidden layer $I^H_j$ by

\[
I^H_j = \theta_j + \sum_{i=1}^{NI} w_{ji} x_i.
\]
Where, $\theta_j$ is the hidden threshold or bias, $NI$ is the number of the input neurons, and $w_{ji}$ is the synaptic weight that interrelates input neuron $i$ to hidden neuron $j$.

$NH$ is the number of the neurons in the hidden layer, each neuron of the hidden layer gets its input $I^H_j$, that to be used as the argument for an activation function $f$, to produce an output $y^H_j$ and expressed as

$$y^H_j = f(I^H_j).$$

The input for the neurons of the output layer $I^O_k$ is calculated as

$$I^O_k = \theta_k + \sum_{j=1}^{NH} w_{kj} y^H_j.$$

Consequently, $\theta_k$ is the output threshold or bias, $NH$ is the number of the input neurons, and $w_{kj}$ is the synaptic weight that interrelates hidden neuron $j$ to output neuron $k$.

And the final network output $y_k$ is calculated by an activation function $f$

$$y_k = f(I^O_k).$$

Different activation functions (i.e., radial, linear, hyperbolic tangent sigmoid, and logarithmic sigmoid) are available and can be used to transfer the input to output data within the hidden layer and the output layer. In the current research, the hyperbolic tangent sigmoid function (TANSIG) was found to be suited between the input and the hidden layer, while the logarithmic sigmoid was found to be used to transfer data between the hidden layer and output layer, as follows:

$$TANSIG(f) = \frac{2}{1 + e^{-2f}} - 1, \text{ and } LOGSIG(f) = \frac{1}{1 + e^{-f}}.$$

Before subjecting the input and output data to the network process, it should be normalized to scale-up the inputs and output so that they fall in the range of the selected activation function corresponding to the highest and lowest values, respectively. The obtained normalized output is then need to be de-normalized to the real values, the normalization formula is

$$Y_{norm} = \frac{Y_{max} - Y_{min}}{X_{max} - X_{min}} (X_{actual} - X_{min}) + Y_{min} \quad (1)$$

Where, $Y_{norm}$ is the normalized value of $X_{actual}$. The values of $Y_{max}$ and $Y_{min}$ are (−1 and +1) for the input data and (0 and +1) for the output data, respectively. $X_{actual}$, $X_{min}$, and $X_{max}$ are the actual, minimum and maximum values of the independent parameters of interest. The same equation above is used for the calculation of the actual depth of embedment (the de-normalization).

The multilayer feed-forward BP technique is subjected to the 261 set of input data set that represents the height of excavation ($H$), the adopted standard penetration values ($S$), and the bulk density ($\gamma$) of the retained soil, as well as, the corresponding set of the targeted output data that represent the depth of embedment ($D$). The datasets were divided into two subgroups. The first group was 235 data subset is used for training the network and the second group 26 data subset was to be used for testing the network.

Tables 1 and 2 represent the range of the input datasets and the range of the output while the scheme representation of the developed network is shown in Figure 1. The two hidden neurons selected for the FFBP in the network of this study is agreed with the number proposed by Ripley, 1993; Wang, 1994, and Masters, 1994.

Table 1: Range of the input dataset for the three controlling parameters

<table>
<thead>
<tr>
<th>Input parameters</th>
<th>Height of excavation ($H$)</th>
<th>$n$-value ($s$)</th>
<th>Bulk density ($\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>6.07</td>
<td>46</td>
<td>20.1</td>
</tr>
<tr>
<td>Min.</td>
<td>2.0</td>
<td>29</td>
<td>16.9</td>
</tr>
</tbody>
</table>

Table 2: The range of the output parameter

<table>
<thead>
<tr>
<th>Output parameters</th>
<th>Depth of embedment ($D$)</th>
<th>($\gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max.</td>
<td>4.02</td>
<td></td>
</tr>
<tr>
<td>Min.</td>
<td>0.82</td>
<td></td>
</tr>
</tbody>
</table>
As mentioned earlier, the data represent the input and output parameter that processed by ANN should be normalized according to the nature of the activation function selected, the normalization using equation (1) for the input parameters for the range between (−1 and +1) subscripted by (n) is as follows:

\[
H_n = 0.4914 H - 1.982 \\
S_n = 0.1176 S - 4.4117 \\
\gamma_n = 0.625 \gamma - 11.5625.
\]

The normalization of the output parameters is also found using the same equation for the range between (0 and +1) subscripted by (n) is as follows:

\[
D_n = 0.3125 D - 0.25625
\]

A regression analysis was performed that relate the network response and the corresponding targets, and a correlation coefficient was found. This considered as a measure of how is the output is deviated by the targets.

Figure 2 shows the plot of the depth of embedment (D) required for the contiguous piles obtained by ANN with the corresponding to those achieved in the field. A linear correlation can be observed, and the correlation coefficients are 0.99 for both the training and the test data. Therefore, it is obtained that the ANN model predicts accurately the depth of embedment of the contiguous piles in Zakho intersection against the given input control parameters used.

**IMPORTANCE OF INPUT PARAMETERS**

The relative effect or importance of each input parameter into the output parameter in BP-NN process may not be easily formed in the matrix scheme. In this study, such importance is obtained by the method of partitioning weights proposed by Garson, 1991, and adopted by Goh, 1995, is utilized. The method simply divides the relative weight of individual parameters by the sum of weights of all the input parameters encountered in a specific problem. Figure 3 shows the results obtained for the importance of the input parameters (H, S, and \( \gamma \)). It is obvious from the figure that major important parameter which some 58.15 that influences the depth of embedment of contiguous piles in Zakho intersection was the height of the retained soil (H), this may be consistent to the great effect of the height on the equation proposed by Rankin and coulomb lateral earth pressure theory in comparison with the soil strength represented by the standard penetration value and the bulk density which sum 27.22 and 14.63, respectively.

**FORMULATION OF THE MATHEMATICAL MODEL**

The results from BP-ANN of the weights and thresholds values are demonstrated in Tables 3 and 4. These values can be utilized to formulate the mathematical model expressing

\[
\begin{align*}
\text{Table 3: The results of the weights and thresholds from ANN of input to the hidden layer} \\
\text{Nodes} & \quad w_{ij} \quad \theta_j \\
\hline
i=1 & 1.4 & -0.7576 & 0.3379 & -2.007 \\
\hline
i=2 & 0.829 & 0.3493 & 0.213 & 1.0036 \\
\hline
j=4 & 3.421 & 3.921 & -0.3044 \\
\hline
j=5 & 3.421 & 3.921 & -0.3044 \\
\hline
\end{align*}
\]

**ANN: Artificial neural network**

\[
\begin{align*}
\text{Table 4: The weights and output thresholds of hidden to the output layer} \\
\text{Nodes} & \quad w_{jk} \quad \theta_k \\
\hline
k=3 & 3.421 & 3.921 & -0.3044 \\
\hline
\end{align*}
\]

Figure 2: The field and corresponding predicted artificial neural network depth of embedment for the training and testing data
the embedment depth of the contiguous piles versus the input parameters.

Table 3 lists the results of the weights of the input layer to the hidden layer and the threshold of the hidden layer, while Table 4 lists the results of the weights of the hidden layer to the output layer and the threshold of the output layer.

The mathematic model from the results of the above table can be written as:

$$D_e = \frac{1}{1 + e^{-[\theta_1 + w_{11}H_s + w_{21}S_s + w_{31}\gamma_s]}}$$

where:

$$x_1 = \theta_1 + w_{11}H_s + w_{21}S_s + w_{31}\gamma_s$$

$$x_2 = \theta_2 + w_{12}H_s + w_{22}S_s + w_{32}\gamma_s$$

By applying equation (2), the depth of embedment as a mathematical expression can be de-normalized as:

$$D = 0.82 + \frac{3.2}{1 + e^{-[2.3044 - \frac{6.842}{10^{0.667}} - \frac{7.842}{10^{0.977}}]}}$$

**PARAMETRIC RESULTS**

The mathematical model representing the depth of the embedment of contiguous piles in Zakho intersection with the height of excavation, the standard penetration value and the bulk unit weight of the retained soil can be easily utilized by varying one of the control parameters and leaving the other parameters as constant values. This can demonstrate the physical behavior of the model.

Figure 4 shows that, for specific bulk unit weight of the retained soil, the effect of varying values of the (standard penetration test [SPT]) values on the depth of embedment of the contiguous piles, the figure clarify that generally, as the (SPT) values increases the depth of embedment decreases and that the difference becomes more obvious for the greater height of soil retained. This normally attributed to that the thrust of the retained soil becomes lesser as the soil strength increases.

Figure 5 demonstrates, for specific standard penetration value, that as the bulk unit weight increases the depth of embedment (D) increases while the impact of the bulk unit weight ($\gamma$) is less than the standard penetration value. This can be explained by the fact of the theories of the lateral earth pressure of Rankine’s and Coulomb which state that the active thrust varies linearly with the bulk density of the soil retained in contrast the square powered effect of the height of the retained soil and the nonlinear effect of the soil strength.
CONCLUSIONS

A mathematical model using ANN was introduced for predicting the depth embedment of contiguous piles using geometrical properties of the contiguous piles and the properties of the soil retained for Zakho entrance. ANN approach for modeling was found to be efficient for such purpose. Both the importance and the parametric studies were found that the effect of the standard penetration test is much effective in the determination of the embedment depth than the unit weight, while the most effective parameter was the height of the retained soil. The simple soil parameters involved in the formulating the mathematical model in this study may prompt the engineers to validate the use of other projects.
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